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The Four Old-World River Valley Cultures
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What do we expect from the
“Data River”
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Throttling




And a lot more...

Functional

Message Exchange Patterns
Request Reply
Pub Sub
Queuing
QoS
Guaranteed
Direct/Reliable
Topic/URL Routing
Multi Protocol Interoperability

Subscription Management

Non Functional

Slow Consumer Handling

High Availability — Zero RPO, RTO
Disaster Recovery

Elastic Scalability

Multi Data Centre and Multi/Hybrid
Cloud Agnosticiy

Security

WAN Optimization
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Open Data Movement
The Major Industry Trends

Big Data Cloud loT

Digital | | | Next-Gen | |
Backbone Messaging
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The Digital Data River

Solace moves data across applications/devices/clients Capability
« from/to where-ever in the network g'ogbhu?feed
* in whatever way as needed Secure

* with open protocols & APIs Operational

oLaooiomon
e
101013030

Appllcatlon & Service Layer

Pu b/Sub Req/Rep,
Queueing s Streamjng

: IM AMQP
REST MQTT Q

Data Movement Layer
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Network Layer , : ~ Network Layer

On Premise Private Cloud On Premise Private Cloud

Public Cloud / Public Cloud

Application & Service Layer

WebSocket

Environment Layer Environment Layer
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Event Driven Architecture

Selt Orchestrating
MicroServices
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DILBERT BY SCOTT ADAMS
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Data Movement Patterns — Not Just Request Reply

In Only In Qut

This is usually what RESTFul microservices are

limited to

Out Only Out In




Multi Protocol Interoperability

Digital
Channel
Client or

Device

REST POST

Core
Business
Logic
Analytics

e

JMS Topic or Queues

URL.: http://solace_ip:port/a/b/c

MQTT

Topic: a/b/c

Digital
Channel
Client or

Device

MQTT Publish/Subscribe
Topic: a/b/c

NS
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AMQP

PaaS
B2B
Business
Logic

AMQP Topic or Queues
Topic: a/b/c

)

Solace allows
interoperable data
exchange between
multiple protocols
without any proxies or
bridges

Native wireline
conversion between
REST, MQTT, AMQP
and JMS support

This works across all
message exchange
patterns, In Out, Out
In, In Only, Out Only —
protocols can be
mixed and matched
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The Impact of Event-Driven IT on API Management

Reactive User Experiences

Real-Time Data C omman d

Client Systems Event-Driven
Query

loT Sensors/Telemetry

I l Responsibility
Mediation Layer Request-Response

Segregation

Message Queues

Back-End Systems Q Event-Driven

Microservices

© 2017 Gartner, Inc.
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Microservices

REST AMQP MQTT

000
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Solace is the “glue” which allows
Microservices to self orchestrate in an

Event Driven Architecture
18
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Data River Endpoints

Business Logic

S i

1--."

ﬁ“’mﬁ@ﬂ@

C+ _-ﬂ __“_1__.'_‘- =

R ¢ @ﬁ. )&

(=1 EIIF\- - oy a3
\ \& 'Jﬂ (417

t! e

C- LINK AS- MARKEB.

|
[ 1-664-537
PU-18

| R

-
-

IC109
El Faesd @S TRRER S
‘i

- EH
S Sg=E FLF > :
= 58 e LB b kb H.}us =

efici04) = Srrs ; =&

'r-r-iﬂf 5. D

T I O N:REPLACE-I

N
solace



Single Technology Core, Multi-Protocol Edge
Open APl and Open Wireline Protocols

Objective C | JavaScript J Silverlight, HTTP AP

10S Flash & .NET

ﬁ WebSocket
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Event Sourcing & CQRS Patterns

Event Sourcing:

Capture all changes to an application state

as a sequence of events.

CQRS:

Command Query Responsibility Segregation

/\\
\/

User
Interface
Example:
- Create
- Debit
- Credit v \%
- Etc.. . Command Query
c Services Services
o w
- O A
@ O
SIS
—_
= v U
< Command Query
Model Model
N
Performs:
- Validation
- Aggregation
- Logic / Eve.nt
Services |

Example Views:
- RDB

- NOSQL

- ElasticSearch
- Etc..

Convright Solace
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Example:
- Create
- Debit

- Credit

- Etc..

Application

Performs:
- Validation

- Aggregation
- Logic

Applying Event Sourcing & CQRS

User
7 Solace
Ty solace
Command Query
Services Services
“. = Solace | *
Command Query
Model Model
N\ N\

vright Sniace
Confidential

Eventual Consistency
Model

Patterns

Event Sourcing:

Capture all changes to an

application state as a sequence of

events.
CQRS:

Command Query Responsibility

Segregation

Burst Handling

Throttling

Example Views:

-RDB
- NOSQL

- ElasticSearch
- Etc..

Load Balancing
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Big Data River
Data Lakes Need
Data Rivers
to Feed Them




CONSULTANTS SAY
THREE QUINTILLION
BYTES OF DATA ARE
CREATED EVERY DAY,

IT COMES FROM
EVERYLWHERE. IT
KMOLIS ALL.

ACCORDING TO THE
BOOK OF WIKIPEDIA,
ITS NAME IS "BIG
DATA."

BIG DATA LIVES
IN THE CLOUD. IT
KW.-JED%H#T LJE

Al

IN THE PAST, OUR
COMPANY DID MANY
EVIL THINGS.

BUT IF WE ACCEPT
BIG DATA TN OUR
SERVERS, WE WILL
BE SAVED FROM
BANERUPTCY.

23
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Big Data — Any Lake needs a River

~

-‘ “Analytics”

What value is
all this data?

Volume
- Up to 26 M / sec

Velocity

- uSec Latency

Variety Ingest i
T
- All API/Protocol v@

Action

Veracity

- Integrity




I NEED YOU TO
EXPLAIN THE CONCEPT
OF THE HYBRID CLOUD

IN SIMPLE TERMS.

A HYBRID CLOUD IS
A TECHNOLOGY YOU
DONT UNDERSTAND
COMBINED WITH
ANOTHER ONE.

£ Scott Adams, Inc.
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The shifitsto thelCIOUENS On."

Legacy
2026 Datacenter

Private
Cloud

-

Source: Wikibon Public and Private /_\\
Cloud Research Projects 2016 _____#" solace



Platform
as a
Service

Challenges:

» Cloud messaging?
* Legacy-to-cloud?

* Cloud-to-Cloud?

Data

Movement « Application portability?
. . » Enterprise grade features?
IS getting . Out of the box?
1 o Simplicity?
harder' - * Robustness?
 New non-cloud apps?

27

Contdnl solace



Yl I I

= You ‘.J"J
want At

You to be J.'I

want here to be

Y
-m i ’

/7~ N\ On Ramp to the Cloud —
SOIBCG _-/ a Cloud Migration Digital Data River




Prvotal
Clowd Foundry

Platform

OPENSHIFT asd

# .
o Service

N
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\ Datacenter

PAS
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Benefits:

v Cloud messaging
Hybrid-cloud
Cloud-to-Cloud

New non-cloud apps
Application portability
Enterprise grade features
Out of the box

Simplicity

Robustness

AN N NN
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_— 0 Platform
Clowd Foundry
QPENSHIFT as a
Service

Benefits:

v Cloud messaging
Hybrid-cloud
Cloud-to-Cloud

New non-cloud apps
Application portability
Enterprise grade features
Out of the box

Simplicity

Robustness

AN N NN

\ Datacenter
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Pivotal Cloud Foundary Architecture

P PCF Ops Manager

Pivotal Elastic
Runtime

N\
solace

Solace
Messaging

Elastic Runtime

HA Proxy LB
Dynamic Router
=i | Login Server &

Service
Brokers

Solace
Service
Broker

Loggregator Blobstore

Solace
Messaging
Routers

Iﬁ% | Iﬁ% )

PCF Services & Add Ons

Microsoft
Azure

ﬂpensta{k

Chosen laaS
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Message Exchange Pattern
Device to Cloud, In Only »

Node Routing Publish topics/URLs should have the chosen
| | namespace for “out” for out from devices,
IMS S “in” as in to devices, or other similar/multiple
[ |
Subscribe % — verbs
% opiC: S
REST S out/phone/-0e | === Messages land at the connection layer Solace
) - S . router
device_id:dev123 [N —
Type: Phone The connection layer Solace router is
éMbQP. = “wireline bridged” to the application layer
el S 0 Solace router
Topic: 3
out/box/> !
MQTT N “Out/>" or any other relevant topics are
s

mapped to bridges for the data to flow from
connection tier to application tier. Any other
MQTT Subscribe: verbs/with more levels, wildcards, static

out/> J\Z subscriptions can be used for more
» SPQrK sophisticated routing/filtering
The Core Application Solace routers deliver
messages to backend systems based on their

device_id:dev456
Type: Box, home

Load Balancer

_MQTT ? Publish Topic: JMSdSublscrlb%Queue: subscriptions (note the phone and box
Type: Car work interoperably

For disconnected or slow consumer, Solace
gueues the data at the Application routers.

Connection Layer Application Layer Load Balancing is also
supported/recommended

33
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Message Exchange Pattern
Cloud to Device, Out On

Node Routing
|

REST
device id:dev123
Type: Phone

MQTT
device_id:dev456 g—a
Type: Box, home '

Load Balancer

P
devi M%Tc-lr ? Subscribe Topic:
evice_la: ev7/89 /car/dev789/>
Type: Car «

Connection Layer

Copyright Solace
Confidential

JMS
Publish Topic:
In/phone/dev123/reboot

v — Alerts/not

Phone backend

AMQP
Publish
Topic:
In/phone/
dev123/re
boot

Box backend

MQTT Subscribe:

JMS Subscribe Queue:
(Load Balanced)
In/>

Application Layer

ations

1  Publish topics/URLs should have the chosen
namespace for “out” for out from devices,
“in” as in to devices, or other similar/multiple
verbs

Messages land at the connection layer Solace
router

The connection layer Solace router is
“wireline bridged” to the application layer
Solace router

“In/dev wildcard/>" is used to route the
messages to the connectivity Solace VMR
based on the device range connected to it.
The device range connectivity is done using
the load balancer configuration.

The Core Application Solace routers deliver
messages to backend systems based on their
subscriptions (note the phone and box
wildcards)

The same information, which is going to the
devices can also be captured for analytics and
audit by passive listeners such as Hadoop and
Spark over various protocols
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Data River Endgame



Thank You

THE ENTIRE COMPANY
CAN BE MANAGED BY
ONE MONKEY.

PLUS A SECOND
MONKEY TO LOOK AT
THE POWERPOINT
SLIDES FROM THE
FIRST MONKEY.

If WE MIGRATE THE
ENTERPRISE TO CLOUD,
USE ANALYTICS, IOT AND
DEVOPS FOR ALL
SERVICES,
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